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(57) ABSTRACT

A method and system for recognizing a pedestrian’s step is
provided for a portable terminal. The portable terminal has an
acquisition unit. In an image of a sequence of images acquired
by the acquisition unit, an object is, in each case, detected
which represents at least a part of a foot, a shoe, and/or a leg.
The position of the object is determined in the respective
image, and a pedestrian’s step is recognized as a function of
aposition change of the object between at least two images of
the sequence of images.
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1
METHOD AND DEVICE FOR DETECTING
THE GAIT OF A PEDESTRIAN FOR A
PORTABLE TERMINAL

CROSS REFERENCE TO RELATED
APPLICATIONS

This application is a continuation of PCT International
Application No. PCT/EP2012/062612, filed Jun. 28, 2012,
which claims priority under 35 U.S.C. §119 from German
Patent Application No. 102011 079 187.6, filed Jul. 14,2011,
the entire disclosures of which are herein expressly incorpo-
rated by reference.

BACKGROUND AND SUMMARY OF THE
INVENTION

In the personal navigation field, navigation devices which
utilize satellite signals for a position determination have
gained acceptance in many areas of application, for example,
as a carried-along global positioning system acquisition unit
for hikers and climbers or for pedestrian tourists in a city.
However, such navigation devices have the disadvantage that
navigation functions perfectly only in the open air. Such
navigation devices, which utilize satellite signals for a posi-
tion determination, are not suitable for persons who are situ-
ated in buildings and can therefore not meet the demand for
movement and position information in basements of large
cities, in department stores, in museums, in airports and rail-
way stations, as well as in basements of other companies or
government buildings, for example. Currently, dedicated sys-
tems for interior applications—so-called indoor systems, for
example, with infrared beacons—are used, which require
high infrastructure expenditures.

It is an object of the invention to provide a method and a
system for recognizing a pedestrian’s step for a portable
terminal, and to provide a portable terminal, which permit a
reliable and cost-effective recognition of the pedestrian’s step
also in interior spaces.

This and other objects are achieved, according to a first and
second aspect, by a method and a corresponding system for
recognizing a pedestrian’s step for a portable terminal, which
has an acquisition unit. In an image of a sequence of images
acquired by the acquisition unit, an object is in each case
detected which represents at least a part of a foot, a shoe,
and/or a leg. The position of the object is determined in the
respective image, and a pedestrian’s step is recognized as a
function of a position change of the object between at least
two images of the sequence of images.

An analysis of the respective image makes it possible to
recognize the appearance and disappearance of the pedestri-
an’s foot or of the tip of the pedestrian’s foot and to use a step
count and/or an estimation of the length of a step for recog-
nizing a step. The determination of the steps can advanta-
geously take place independently of further hardware com-
ponents, particularly independently of further sensors, which
are designed for acquiring measured data representative of a
pedestrian’s movement. This permits a cost-effective produc-
tion of the terminal. The method according to the invention
can be used for a step recognition for pedestrians moving in
buildings as well as for pedestrians who are moving in the
open air. The method according to the invention further has
the advantage that steps can be reliably recognized even if the
walking movement is slow and/or if the walking movement is
irregular.

When acquiring the respective images, the terminal is pref-
erably arranged on the pedestrian or is held by the pedestrian
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such that an image acquisition range of the acquisition unit, in
each case, comprises a specified range in front of the pedes-
trian in the walking direction. The acquisition unit and/or a
further appropriately designed unit of the terminal may be
designed for signaling to the pedestrian by means of the
output of signals, for example, visual signals, a specified
positioning of the acquisition unit.

In an advantageous further development, the object is
detected as a function of a similarity comparison of a speci-
fied model with the respective image. This permits a simple
and reliable detection of the object.

In a further advantageous development, the model is deter-
mined as a function of an image detail of one of the acquired
images, which includes at least a tip of the pedestrian’s foot
and/or shoe. This makes it possible to adapt the model to
specific features of the pedestrians foot or shoe and therefore
increase a reliability of the object detection and/or of the step
recognition.

In a further advantageous development, a course of the
position of the object is determined for the sequence of
images, and the step is recognized as a function of the course.
Advantageously, the respective step can thereby be very eas-
ily and reliably recognized.

In a further advantageous development, the image is sub-
divided into several image details, which may overlap. The
similarity comparison with the model is carried out for each
image detail. The position of the object is determined as a
function of the image detail that has the greatest similarity to
the model.

In a further advantageous development, the respective
image has a matrix of pixels. For all central pixels, which each
represent a center point of the respective image detail, one
comparison value respectively is determined which repre-
sents a measurement for the similarity of the model to the
respective image detail. The position of the object is deter-
mined as a function of the determined comparison values.
This advantageously permits a simple detection of the object.
The comparison value may, for example, represent a cross
correlation coefficient, which is determined for the respective
central pixel as a function of a cross correlation between the
image detail and the model.

In a further advantageous development, a maximal com-
parison value is determined as a function of the comparison
values, and the model is adapted when the maximal compari-
son value falls below a specified limit value. An analysis of
the maximal comparison values permits the detection of
changed conditions in the pedestrian’s surroundings. This can
be utilized for adapting the model to the changed conditions,
for example, for adapting the model to changed brightness
conditions.

In a further advantageous development, the pixels of the
image have one color value respectively for a specified quan-
tity of color channels. For at least one portion of the quantity
of color channels, the comparison values are determined for
the respective color channel. This advantageously allows a
reliable similarity comparison of the image detail with the
model and can thereby contribute to being able to very easily
and reliably recognize the respective step. In this case, the
respective color channel represents a primary color of a color
space used for storing the image. A red-green-blue image
(RGB image), for example, has three color channels, one each
for red, green and blue. A CYMK image (cyan, yellow,
magenta and black) has four color channels, one each for
cyan, yellow, magenta and the black fraction.

In a further advantageous development, the pixels of the
image each have a gray value from a specified quantity of gray
values. Before the similarity comparison, an average gray
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value of the image is determined as a function of the gray
values of at least a portion of the pixels, and the image is
converted to a binary image, in which the respective pixels
can assume only one of two conceivable gray values such that,
as a function of the average gray value and the gray value of
the respective pixel, the respective pixel has a specified first or
second gray value. Advantageously, this permits a very
simple and fast detection of the object. In the case of the
binary image, the first gray value preferably represents the
color white and the second gray value represents the color
black. For determining the average gray value, for example, a
gray-value histogram can be determined for the image, and
the average gray value can be determined as a function of a
variance of the gray values.

According to a third aspect, the invention is distinguished
by a portable terminal which has an acquisition unit and a
system according to the second aspect. Here, advantageous
further developments of the first and second aspect also apply
to the third aspect.

Other objects, advantages and novel features of the present
invention will become apparent from the following detailed
description of one or more preferred embodiments when con-
sidered in conjunction with the accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a view of an example of a block diagram for a
portable terminal;

FIG. 2 is aview of an example of a flow chart for a program
for recognizing a pedestrian’s step;

FIG. 3 is a view of an example of the course of values of a
correlation matrix determined for an image;

FIG. 4 is aview of an example of the course of the position
of the object in a sequence of images; and

FIG. 5 is a view of an example of the signal path of an
acceleration sensor which is carried along by the pedestrian
for a movement detection.

DETAILED DESCRIPTION OF THE DRAWINGS

Elements of the same construction or function have the
same reference numbers in all figures.

FIG. 1 illustrates a portable terminal 10. The portable ter-
minal is, for example, designed as a Smartphone, a personal
digital assistant (PDA) and/or as a portable computer.

The portable terminal 10 includes, for example, an acqui-
sition unit 20 and an image processing unit 30, which may
also be called a system for recognizing a pedestrian’s step.
The acquisition unit 20 is designed, for example, as a digital
camera.

For acquiring images by means of the acquisition unit 20
for an analysis by the image processing unit 30, the terminal
10 is preferably arranged on the pedestrian or is held by the
pedestrian in such a manner that an image detection range of
the acquisition unit 20, in each case, includes a specified
range in the walking direction in front of the pedestrian. A
suitable position of the acquisition unit 20 for acquiring the
respecting image corresponds to a holding position of a map
which the pedestrian holds in front of himself for reading the
map.

The image processing unit 30 includes, for example, a
processor and a program memory. A program for recognizing
the pedestrian’s step, for example, is stored in the program
memory. The program is used, for example, for providing step
recognition data for a personal navigation. As an example, the
program will be explained below with reference to FIG. 2.
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Furthermore, according to FIG. 1, the portable terminal 10
includes, for example, a navigation device 40 for pedestrians.
The portable terminal 10 may, for example, have at least one
input unit 50 and at least one output unit 60, which are
coupled with the navigation device 40. The at least one input
unit 50 may, for example, have a plurality of key elements, by
which a user can input, for example, a starting point and/or a
destination point for a route determination. By means of the
output unit 60, which includes, for example, a display and/or
a loudspeaker, for example, a current position and/or a deter-
mined route can be signaled to a user.

The navigation device 40 can further have a GPS module
70, as well as a magnetometer 74, a gyroscope 76 and/or an
acceleration sensor 72 which are each coupled to a control
unit 78 of the navigation device 40.

The control unit 78 of the navigation device 40 is designed,
for example, for detecting steps ofthe pedestrian as a function
of at least one acquired measuring signal of the acceleration
sensor 72.

The control unit 78 of the navigation device 40 is, for
example, coupled with the image processing unit 30 such that
data, which are determined by the image processing unit 30,
can be forwarded to the control unit 78 of the navigation
device 40. The data can advantageously be utilized for veri-
fying step recognition data that were determined by the con-
trol unit 78 as a function of the at least one measuring signal
of the acceleration sensor 72. As an alternative or in addition,
it is contemplated that the data forwarded by the image pro-
cessing unit 30 are utilized for determining the pedestrian’s
current position, the pedestrian’s step length and/or the
pedestrian’s moving direction.

FIG. 2 shows a flow chart of the program for recognizing
the pedestrian’s step.

The program is preferably started by a Step S10, by which,
if required, variables, such as counters, are initialized.

In a Step S20, a digital preprocessing of an image acquired
by the acquisition unit 20 can take place. This image is, for
example, a digital image having a matrix of pixels. The image
may, for example, have a first number of pixels with respect to
an image plane in the direction of a horizontal axis x, and a
second number of pixels in the direction of a vertical axis y.
The preprocessing may, for example, comprise a filtering of
the image. As an alternative or in addition, for example, an
image acquired by the acquisition unit 20, if it is a colored
image, can be changed to a black-and-white image, in which
the respective pixels of the image have a gray value from a
specified quantity of gray values. In this case, for example, a
gray value can be assigned to each color value. In addition or
as an alternative, the image may be changed to a binary image,
in which the respective pixels can assume only one of two
conceivable gray values. For example, as a function of at least
a portion of the pixels of the image, an average gray value of
the image can be determined, and the image can be changed
to a binary image such that, as a function of the average gray
value and the gray value of the respective pixel, the respective
pixel will have a first or second gray value.

In a Step S30, an object is detected in the processed image,
which represents at least a part of a foot, a shoe, and/or a leg.
The object is, for example, detected as a function of a simi-
larity comparison of a specified model with the respectimage.
The model preferably has a second matrix of pixels. The
model may, for example, have a third number of pixels with
respect to an image plane of the image in the horizontal
direction, and a fourth number of pixels in the vertical direc-
tion. The number of pixels of the model preferably is smaller
than the number of pixels of the respective image.
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For the object detection, the image can be subdivided into
several image details. For all central pixels, which each rep-
resent a center point of the respective image detail, a com-
parison value can be determined which represents a measure-
ment of the similarity of the model with the image detail. In
this case, the respective image details may overlap. For a very
reliable object detection, the image details may be selected
such that each pixel of the image, in each case, is also a central
pixel for which a comparison value is determined. A first
comparison value for the respective pixel can be determined,
for example, depending on a cross correlation function. As an
alternative or in addition, a normalized comparison value of
the respective pixel can be determined depending on a nor-
malized cross correlation function.

Inthe event that, for example, a color image is analyzed and
the pixels of the image each have a color value for a specified
quantity of color channels, the comparison values can be
determined, for example, for each color channel. If the image
is designed, for example, as a red-green-blue image, the com-
parison values can be determined for each color channel—the
red, the green and the blue color channel.

In a Step S40, a maximal comparison value is determined,
for example, as a function of the normalized comparison
values that were determined for the image.

In a Step S50, it may, for example, be checked whether the
model sufficiently matches the object to be detected. If that is
not so, the model can be adapted. For this purpose, it is, for
example, checked whether the determined maximal compari-
son value falls below a specified limit value. If the maximal
comparison value falls below the limit value, the model will
be adapted. In order to exclude short-term fluctuations, for
example, several images of the sequence of images may be
analyzed. This may take place, for example, such that the
model will be adapted when the maximal comparison values
of several images fall below the limit value within a specified
time. For adapting the model, an updated model may, for
example, be determined as a function of an image detail of
one of the acquired images which comprises at least a tip of
the pedestrian’s foot and/or shoe. The updated model can then
be used for the similarity comparisons which follow.

In a Step S60, the position of the detected object is deter-
mined. For this purpose, for example, the position of the pixel
in the image is determined which has the maximal compari-
son value.

In a Step S70, the position of the object in the image is
compared at least with the position of the object in a further
image of the image sequence, and a pedestrian’s step is rec-
ognized as a function of a position change of the object. In
order to improve the reliability of the step recognition, for
example, a course of the position of the object in the image
sequence can be determined, and the step can be detected as
a function of the course. For this purpose, for example, the
position of the object can be analyzed in a spatial direction
which essentially comprises the pedestrian’s moving direc-
tion. The two-dimensional problem is thereby reduced to a
one-dimensional problem. FIG. 4 shows such a course of the
position of the object along the vertical axis y. The course has
several local maxima, which are each interpreted as a step.

The program can be terminated in a Step S80. However, the
program is preferably regularly run during an active personal
navigation operating mode of the terminal 10.

FIG. 3 illustrates a value chart for a correlation matrix
which was determined according to FIG. 2 for one of the
detected images. The correlation matrix shows a maximum in
the position in which the model has the greatest similarity to
the image detail.

15

25

40

45

55

65

6

FIG. 4 shows the course of the position of the object along
the vertical axis y of the image for a sequence of images. Here,
the image sequence was acquired over several steps of the
pedestrian. In an alternating manner, the course in each case
has a local minimum and a local maximum. For example, the
local maxima can in each case be interpreted as a step.

In comparison to FIG. 4, FIG. 5 shows a signal path of the
acceleration sensor 72 which was carried along by the pedes-
trian for a movement detection.

LIST OF REFERENCE SYMBOLS

10 Terminal

20 Acquisition unit

30 Image processing unit
40 Navigation device

50 Input unit

60 Output unit

70 GPS module

72 Acceleration sensor
74 Magnetometer

76 Gyroscope

78 Control unit

S10 . .. S80 Program steps
x Horizontal axis

y Vertical axis

The foregoing disclosure has been set forth merely to illus-
trate the invention and is not intended to be limiting. Since
modifications of the disclosed embodiments incorporating
the spirit and substance of the invention may occur to persons
skilled in the art, the invention should be construed to include
everything within the scope of the appended claims and
equivalents thereof.

What is claimed is:

1. A method of operating a portable terminal for recogniz-
ing a pedestrians step, the method comprising the acts of:

acquiring, via an acquisition unit of the portable terminal

operated by the pedestrian, a sequence of images of the
pedestrian;

detecting, in each image of the sequence of images, an

object representing at least a part of a foot, a shoe, and/or
a leg of the pedestrian;

determining a position of the object in the respective

image;

recognizing a step of the pedestrian as a function of a

position change of the object between at least two
images of the sequence of images; and

signaling to the pedestrian at least one of a current position

and a determined route of the portable terminal based in
part on the recognized step.

2. The method according to claim 1, wherein the object is
detected as a function of a similarity comparison of a speci-
fied model with the respective image.

3. The method according to claim 2, wherein the model is
determined as a function of an image detail of one acquired
image, which one acquired image comprises at least a tip of
the foot and/or shoe of the pedestrian.

4. The method according to claim 1, wherein a course of the
position of the object is determined for the sequence of
images, and the step of the pedestrian is recognized as a
function of the course.

5. The method according to claim 2, wherein

the image is subdivided into several image details,

the similarity comparison with the model is carried out for

each of the several image details, and

the position of the object is determined as a function of the

image detail having a greatest similarity to model.
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6. The method according to claim 3, wherein

the image is subdivided into several image details,

the similarity comparison with the model is carried out for

each of the several image details, and

the position of the object is determined as a function of the

image detail having a greatest similarity to model.

7. The method according to claim 5, wherein

a respective image has a matrix of pixels,

for one central pixel respectively, representing a center

point of the respective image detail, one comparison
value is determined that represents a measurement for
the similarity of the model to the respective image detail,
and

as a function of the determined comparison values, the

position of the object is determined.

8. The method according to claim 6, wherein

a respective image has a matrix of pixels,

for one central pixel respectively, representing a center

point of the respective image detail, one comparison
value is determined that represents a measurement for
the similarity of the model to the respective image detail,
and

as a function of the determined comparison values, the

position of the object is determined.

9. The method according to claim 7, wherein

as a function of the determined comparison values, a maxi-

mal comparison value is determined, and

when the maximal comparison value falls below a speci-

fied limit value, the model is adapted.

10. The method according to claim 8, wherein

as a function of the determined comparison values, a maxi-

mal comparison value is determined, and

when the maximal comparison value falls below a speci-

fied limit value, the model is adapted.

11. The method according to claim 7, wherein

pixels of the image have one color value respectively for a

specified quantity of color channels, and

for atleast one portion of the quantity of color channels, the

determined comparison values are determined for the
respective color channel.

12. The method according to claim 9, wherein

pixels of the image have one color value respectively for a

specified quantity of color channels, and

for atleast one portion of the quantity of color channels, the

determined comparison values are determined for the
respective color channel.

13. The method according to claim 7, wherein pixels of the
image each have a gray value from a specified quantity of gray
values, and

wherein before the similarity comparison,

8

an average gray value of the image is determined as a
function of the gray values of at least a portion of the
pixels, and

the image is converted to a binary image in which respec-

5 tive pixels assume only one of two possible gray values
such that, as a function of the average value and the gray
value of the respective pixel, the respective pixel has a
specified first or second gray value.

14. The method according to claim 9, wherein pixels of the

10 imageeachhave a gray value froma specified quantity of gray
values, and

wherein before the similarity comparison,

an average gray value of the image is determined as a

function of the gray values of at least a portion of the
pixels, and

the image is converted to a binary image in which respec-

tive pixels assume only one of two possible gray values
such that, as a function of the average value and the gray
value of the respective pixel, the respective pixel has a
specified first or second gray value.

15. A system for recognizing a pedestrians step, compris-
ing:

a portable terminal operated by a pedestrian, wherein the

portable terminal comprises:
an image acquisition unit operatively configured to
acquire a sequence of images;
an image processing unit operatively configured to, in
each case, detect an object in acquired images which
represents at least part of a foot, a shoe, and/or aleg of
the pedestrian;
a control unit operatively configured to:
determine a position of the object in a respective
image,
recognize a step of the pedestrian as a function of a
position change of the object in at least two images
of the sequence of images, and
signal to the pedestrian at least one of a current posi-
tion and a determined route of the portable terminal
based in part on the recognized step.

16. The method of claim 1, wherein said signaling to the
pedestrian comprises displaying, on a display of the portable
terminal, the at least one of the current position and the
determined route of the portable terminal based in part on the
recognized step.

17. The system of claim 1, wherein the control unit is
operatively configured to signal to the pedestrian by display-
ing, on a display of the portable terminal, the at least one of the
current position and the determined route of the portable
terminal based in part on the recognized step.
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